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#### Abstract

Continuous-variable measurement-device-independent quantum key distribution (CV-MDI-QKD) is immune to all detector side channel attacks, however its security requires trusted sources. We investigate the effects of source intensity errors, the most crucial source error, on the security of CV-MDI-QKD protocol with Gaussian-modulated coherent states. We establish a general source intensity errors model and derive the secret key rate based on different assumptions on the abilities of legal parties Alice and Bob. To avoid the adverse effects of the sources' intensity errors on CV-MDI-QKD, we present different data-processing schemes. We also assess the security of the protocol against collective Gaussian attacks in the finite-size scenario with composable security. Taking source intensity errors into consideration, we achieve improved security compared to previous demonstrations. Our results will provide a useful reference for practical implementations of CV-MDI-QKD.
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## I. INTRODUCTION

Quantum key distribution (QKD) [1,2] allows two remote and legal parties, Alice and Bob, to distill a common secret key, despite the presence of a potential eavesdropper, Eve. Its security is guaranteed by the fundamental laws of quantum physics [3-7]. Three differing categories of QKD protocols have been proposed and demonstrated: discrete-variable (DV), continuous-variable (CV), and distributed phase reference. In CV-QKD [5-8], the key information is encoded in quadratures of the quantized electromagnetic field, such as those of coherent states [9,10]. Combined with high-efficiency homodyne (heterodyne) measurements, high secret key rates at metropolitan distances can be achieved. Moreover, it can also be conveniently integrated into current passive optical networks. The potential advantages have received extensive attention, and CV-QKD has witnessed rapid development. A number of CV-QKD protocols have been studied and experimentally demonstrated [11-31] over the past two decades. Recently, CV quantum repeaters have been designed, and it is shown that the fundamental rate-distance limit of directtransmission CV-QKD can be broken, and a secure key can be generated over thousands of kilometers [32,33].

Despite the current rapid progress, there are still some challenges for the real applications of CV-QKD, one of which is its practical security. Theoretically, the CV-QKD protocols have been proven to be unconditionally secure [8,3436]. In practical implementation, due to the fact that some ideal assumptions of the devices cannot be fully satisfied, some potential security loopholes may be opened, which can be exploited by the eavesdropper to carry out attacks and

[^0]acquire secret key information without being noticed. To close these loopholes, a device-independent QKD (DI-QKD) [37,38] protocol was proposed to remove all assumptions of the internal working of QKD. However, it is still impractical due to its low secret key rate and short transmission distance. Later on, a measurement-device-independent QKD (MDIQKD) $[39,40]$ protocol was invented to remove all potential security loopholes in the detection side, the most vulnerable part in practical implementation of a QKD system. It has favorable performance and is feasible at a long distance. As a counterpart, the notion of MDI was subsequently extended to the CV framework [41-45]. In CV-MDI-QKD protocols, both Alice and Bob prepare quantum states and send them to an untrusted third party, Charlie, who performs CV Bell state detection on each received quantum state pair and announces his measurement outcome in a public channel. After data postprocessing, the correlation between Alice's and Bob's data is established and a secret key can be distilled. Note that the one-sided device-independent (1sDI) CV-QKD protocol has been proposed recently $[46,47]$.

The security of the CV-MDI-QKD protocol with Gaussianmodulated coherent states has been firmly established in the finite-size regime [48,49] and composable framework [50]. Although CV-MDI-QKD is intrinsically immune to all detector side-channel attacks, the sources are assumed to be perfectly stable. Even though one can control the source pretty well in practice, there are inevitably some errors. The source errors may occur due to the intensity fluctuation of optical pulses, imprecise alignments of optical modulators and attenuators, unavoidable disturbance from external environments, etc. If the source error is not properly handled, Alice and Bob may overestimate their secret key rate without knowing it and pose a security risk. To address imperfections of state preparation in one-way CV-QKD, several models have


FIG. 1. (a) Prepare-and-measure (PM) scheme of CV-MDI-QKD protocol with Gaussian-modulated coherent states. (b) The equivalent entanglement-based (EB) scheme. (c) The signal pulse intensity changes with time $t_{i}$. (d) The signal pulse intensity follows a Gaussian distribution with a mean value of $(1+\varphi) I$. (e) The signal pulse intensity follows a uniform distribution centered in $(1+\varphi) I$. (f) The statistical distribution of the signal pulse intensity is unknown. (g) The upper and lower boundaries of the intensity errors.
been proposed [51-56]. Recently, the imperfection of state preparation was extended to CV-MDI-QKD [57], where the security analysis is based on the single-mode Gaussian attack in the asymptotic limit.

The source intensity fluctuation is the main source imperfection commonly existing in various QKD systems. Analysis of its effect on the security of the QKD protocols is essential. A series of studies have been done on enhancing the security of DV-QKD and DV-MDI-QKD by carefully examining the source intensity errors in practical implementations [58-65]. In contrast to the extensive study of source intensity errors in a DV field, the relevant research in the CV field lags behind. Recently, the effect of the intensity fluctuating source on the one-way CV-QKD protocol was reported [66]. However, the influence of the source intensity errors on the security analysis of CV-MDI-QKD is still an open question.

In this paper, we establish a general source intensity error model for CV-MDI-QKD, in which not only the intensity fluctuations but also the intensity deviations are involved. In practice, the imprecise alignments of source devices (modulators or attenuators) may lead to the intensity deviation [67], which drifts slowly and can be treated as a constant within each QKD transmission round. Based on different assumptions on the abilities of Alice and Bob (we do not place any restriction on Eve, and consider the worst case that she knows exactly the intensity side information of each pulse), we propose different data processing schemes and derive rigorously the secret key rate of the CV-MDI-QKD protocol with Gaussian-modulated coherent states against two-mode Gaussian attack. We also present a finite-key security analysis against collective Gaussian attacks in the composable security framework for the CV-MDI-QKD protocol with source intensity errors.

The rest of this paper is organized as follows. In Sec. II, we provide a short review of the CV-MDI-QKD protocol with Gaussian-modulated coherent states. In Sec. III, we present a general model of the CV-MDI-QKD protocol with source
intensity errors, and we show the details of how to calculate the secure key rate based on the two different assumptions about the abilities of Alice and Bob. In Sec. IV, without assumption of any specific distribution, we derive the secret key rate of the protocol in the asymptotic regime and the finite-size regime with composable security, respectively. Our conclusions are drawn in Sec. V.

## II. CV-MDI-QKD PROTOCOL WITH GAUSSIAN-MODULATED COHERENT STATES

In this section, we review briefly the Gaussian-modulated coherent states CV-MDI-QKD protocol. The general process of this protocol is described as follows [Fig. 1(a)].

Alice (Bob) uses signal pulses with intensity $I_{A}\left(I_{B}\right)$ to prepare a series of Gaussian-modulated coherent states $\left|\alpha_{A}\right\rangle$ $\left(\left|\alpha_{B}\right\rangle\right)$. In the phase space, they can be expressed as

$$
\begin{align*}
& \left|\alpha_{A}\right\rangle=\left|\left|\alpha_{A}\right| e^{i \theta_{A}}\right\rangle=\left|x_{A}+i p_{A}\right\rangle, \\
& \left|\alpha_{B}\right\rangle=\left|\left|\alpha_{B}\right| e^{i \theta_{B}}\right\rangle=\left|x_{B}+i p_{B}\right\rangle, \tag{1}
\end{align*}
$$

where $\left|\alpha_{A}\right|\left(\left|\alpha_{B}\right|\right)$ is the complex amplitude of the coherent state and $I_{A} \propto\left|\alpha_{A}\right|^{2}\left(I_{B} \propto\left|\alpha_{B}\right|^{2}\right) ; \theta_{A}$ and $\theta_{B}$ indicate the phase of the coherent states; $x_{A}$ and $p_{A}\left(x_{B}\right.$ and $\left.p_{B}\right)$ represent two independent field quadratures with zero mean and identical variance $V_{A}\left(V_{B}\right)$ in shot-noise units (SNUs). Then both Alice and Bob send their coherent states to Charlie through two different quantum channels. On Charlie's station, the received two signal states are interfered at a beam splitter (BS) with a transmittance of $50 \%$, which produces correlated output states. The output states are subsequently detected by using two homodyne detectors: one detects the amplitude quadrature and the other detects the phase quadrature, and the final measurement results are publicly announced by Charlie. With this announced information, either Alice or Bob can modify the data at hand and generate correlated data with the other.

For convenience of security analysis, we consider the equivalent entanglement-based (EB) scheme [Fig. 1(b)]. Alice starts with an Einstein-Podolsky-Rosen (EPR) state $\rho_{a A}$ with variance $V_{A}+1$ and performs heterodyne detection on the retained mode $a$, which projects mode $A$ onto coherent states. The mode $A$ is sent to an untrusted quantum relay, Charlie, via a quantum channel with length $L_{A C}$, which is assumed to be controlled by a potential eavesdropper, Eve, and characterized by the transmission $T_{A}$ and excess noise $\varepsilon_{A}$. Likewise, Bob does the same. On Charlie's station, the realistic homodyne detector is modeled by assuming that the signal is further attenuated by a BS transformation with transmission efficiency $\eta$ and mixed with some thermal noise $V_{N}$ that simulates the electronic noise $v_{\mathrm{el}}$ of the detector. Then the $x$ quadrature of mode $C$ and the $p$ quadrature of mode $D$ are measured by perfect homodyne detectors, and Charlie publicly announces a complex variable $r=\left(x_{C}+i p_{D}\right) / \sqrt{2}$ to Alice and Bob through a classical channel. After that, Alice and Bob can infer each other's data, and with classical data postprocessing, namely parameter estimation, information reconciliation, and privacy amplification, the secret keys can be extracted.

Here we consider a joint two-mode Gaussian attack [Fig. 1(b)] [41,68], where Eve's two ancillary modes $E_{1}$ and $E_{2}$ are extracted from a reservoir of entangled states $\left\{E_{1}, E_{2}, e\right\}$ and mixed with two incoming modes $A$ and $B$. They have the covariance matrix of the form [41]

$$
\gamma_{E_{1} E_{2}}=\left[\begin{array}{cc}
\omega_{A} \mathrm{I} & G  \tag{2}\\
G & \omega_{B} \mathrm{I}
\end{array}\right], \quad G=\left[\begin{array}{cc}
g & 0 \\
0 & g_{1}
\end{array}\right],
$$

where $\omega_{A}$ and $\omega_{B}$ are the variances of the thermal noise introduced by $E_{1}$ and $E_{2}$, respectively. $g$ and $g_{1}$ represent the quantum correlations between the two modes and must satisfy the physical constraints imposed by the Heisenberg uncertainty principle.

When Alice is the encoder of information, after communication of Charlie's outcome $r$, the asymptotical secret key rate against collective attacks is expressed as [41]

$$
\begin{equation*}
K^{\infty}=\beta I_{a b \mid r}-\chi_{a E \mid r} \tag{3}
\end{equation*}
$$

where $\beta$ is the reconciliation efficiency, $I_{a b \mid r}$ is the Shannon mutual information between Alice and Bob, and $\chi_{a E \mid r}$ is the Holevo bound between Alice and Eve, which puts an upper limit on the information available to Eve on Alice's key. Details for calculation of the key rate can be found in Appendix A.

The result above is based on one assumption that all states are prepared perfectly. However, in practical implementation, there are inevitably some preparation errors, such as source intensity errors [Fig. 1(c)]. In this case, the initial states sent from the sources are different from the target states that Alice and Bob want to prepare. In the following sections, we consider the effects of such source errors on the security of the CV-MDI-QKD protocol. We first discuss two types of statistical distributions of the intensity errors: Gaussian distribution [Fig. 1(d)] and uniform distribution [Fig. 1(e)], and we derive the formulas of the secret key rate under twomode Gaussian attack. Then we remove the assumption of any specific distribution [Fig. 1(f)], and we derive the secure secret key rate given that Alice and Bob only know the upper and lower boundary values of the intensity errors [Fig. 1(g)].

## III. CV-MDI-QKD WITH SOURCE INTENSITY ERRORS

Suppose the sender wants to prepare her signal pulse with intensity $I$; however, at each time $t_{i}$ she actually prepares a state with the intensity of $I_{i}^{\prime}=I(1+\varphi)\left(1+\delta_{i}\right)$, where $\varphi$ is the intensity deviation caused by the imprecise alignments of source devices (modulators or attenuators), which can be treated as a constant, because its drift is quite slow within each QKD transmission round, and $\delta_{i}$ is the intensity fluctuation arising from the imprecise intensity control of the source pulse with zero mean and variance of $V_{f}$. Since $I \propto|\alpha|^{2}$, the actual encoded Gaussian random variables of Alice and Bob are

$$
\begin{align*}
x_{A}^{\prime} & =\sqrt{\left(1+\varphi_{A}\right)\left(1+\delta_{A i}\right)} x_{A}, \\
p_{A}^{\prime} & =\sqrt{\left(1+\varphi_{A}\right)\left(1+\delta_{A i}\right)} p_{A}, \\
x_{B}^{\prime} & =\sqrt{\left(1+\varphi_{B}\right)\left(1+\delta_{B i}\right)} x_{B}, \\
p_{B}^{\prime} & =\sqrt{\left(1+\varphi_{B}\right)\left(1+\delta_{B i}\right)} p_{B} . \tag{4}
\end{align*}
$$

After the prepared states transmit through the quantum channel, Charlie performs a CV Bell state detection and obtains

$$
\begin{align*}
& x_{C}^{\prime}=\frac{1}{\sqrt{2}}\left(\sqrt{t_{B}} x_{B}^{\prime}-\sqrt{t_{A}} x_{A}^{\prime}\right)+x_{N}, \\
& p_{D}^{\prime}=\frac{1}{\sqrt{2}}\left(\sqrt{t_{B}} p_{B}^{\prime}+\sqrt{t_{A}} p_{A}^{\prime}\right)+p_{N}, \tag{5}
\end{align*}
$$

where $t_{A / B}=\eta T_{A / B}, x_{N}$ and $p_{N}$ are noise terms, and their variances are given by

$$
\begin{align*}
& \sigma_{x_{N}}^{2}=\frac{\eta}{2}\left(l-2 \sqrt{1-T_{A}} \sqrt{1-T_{B}} g\right)+\eta \chi_{\mathrm{hom}}  \tag{6}\\
& \sigma_{p_{N}}^{2}=\frac{\eta}{2}\left(l+2 \sqrt{1-T_{A}} \sqrt{1-T_{B}} g_{1}\right)+\eta \chi_{\mathrm{hom}}
\end{align*}
$$

where

$$
\begin{equation*}
l=\varepsilon_{A} T_{A}+\varepsilon_{B} T_{B}+2 \tag{7}
\end{equation*}
$$

Next, based on different assumptions on the abilities of Alice and Bob to characterize the source errors, we investigate the effects of source intensity errors on the security of the CV-MDI-QKD protocol.

## A. Alice and Bob have the intensity side information of each individual pulse

Let us first make an assumption that Alice and Bob know the intensity side information of each individual pulse. In this case, Alice and Bob are able to correct the errors of each individual pulse pretty well in principle, such as making real-time feedback control to the optical source. However, this will increase the complexity and cost of the system. It is possible to estimate a security key rate without any hardware adjustment. More precisely, Alice and Bob can revise their data from $x_{A / B}, p_{A / B}$ to $x_{A / B}^{\prime}, p_{A / B}^{\prime}$. In this case, the channel parameters can be correctly estimated, and the final secret key rate is calculated as

$$
\begin{equation*}
K_{\text {final }}^{\infty}=\iint_{-\infty}^{+\infty} f\left(\delta_{A_{i}}\right) f\left(\delta_{B_{i}}\right) K^{\infty}\left(V_{A_{i}}, V_{B_{i}}\right) d \delta_{A_{i}} d \delta_{B_{i}} \tag{8}
\end{equation*}
$$

where $f\left(\delta_{A_{i}}\right)$ and $f\left(\delta_{B_{i}}\right)$ represent the probability density function of $\delta_{A_{i}}$ and $\delta_{B_{i}}$, respectively, and $V_{A_{i}}=$
$\left(1+\varphi_{A}\right)\left(1+\delta_{A_{i}}\right) V_{A}, V_{B_{i}}=\left(1+\varphi_{B}\right)\left(1+\delta_{B_{i}}\right) V_{B}$. By numerical simulation, we find that the final secret key generation rate is basically the same as that without the source errors.

Concretely, we notice that

$$
\begin{align*}
V\left(x_{A / B}^{\prime}\right) & =V\left(\sqrt{\left(1+\varphi_{A / B}\right)\left(1+\delta_{A_{i} / B_{i}}\right)} x_{A / B}\right) \\
& =\left(1+\varphi_{A / B}\right)\left\langle\left(\sqrt{\left(1+\delta_{A_{i} / B_{i}}\right)} x_{A / B}\right)^{2}\right\rangle \\
& =\left(1+\varphi_{A / B}\right) V_{A / B}, \tag{9}
\end{align*}
$$

and $V\left(p_{A / B}^{\prime}\right)=V\left(x_{A / B}^{\prime}\right)=\left(1+\varphi_{A / B}\right) V_{A / B}$. This means that Alice and Bob actually prepare the Gaussian or non-Gaussian modulation coherent states with variances $\left(1+\varphi_{A}\right) V_{A}$ and $\left(1+\varphi_{B}\right) V_{B}$. Considering that Alice and Bob choose optimal modulation variances $V_{A}$ and $V_{B}$ to encode their information, according to the optimality of Gaussian modulation, the final secret key rate of protocol will slightly decrease, in contrast to the ideal protocol.

## B. Alice and Bob only know the statistical distribution of the pulse intensity

In some cases, Alice and Bob only know the statistical distribution rather than the intensity side information of each individual pulse. For instance, $\varphi$ and $\delta_{i}$ are evaluated before the QKD run. Here, we mainly discuss two types of distributions of $\delta_{i}$, namely Gaussian distribution and uniform distribution.

To estimate the secret key rate, the channel parameters $T_{A}$, $\varepsilon_{A}, T_{B}, \varepsilon_{B}$ should be known. If Alice and Bob use the recorded data $x_{A / B}$ and $p_{A / B}$ for the parameter estimation, we can obtain (see Appendix B for more details)

$$
\begin{align*}
T_{A}^{\prime} & =\left(1+\varphi_{A}\right) T_{f_{A}} T_{A}, \\
T_{B}^{\prime} & =\left(1+\varphi_{B}\right) T_{f_{B}} T_{B}, \\
\varepsilon_{A}^{\prime} & \approx \varepsilon_{A} /\left(1+\varphi_{A}\right) T_{f_{A}}+\frac{1}{4} V_{A} V_{f_{A}}  \tag{10}\\
\varepsilon_{B}^{\prime} & \approx \varepsilon_{B} /\left(1+\varphi_{B}\right) T_{f_{B}}+\frac{1}{4} V_{B} V_{f_{B}},
\end{align*}
$$

where $T_{f_{A / B}}=\left(1-V_{f_{A / B}} / 8\right)^{2}$, and $V_{f_{A / B}}$ is the variance of $\delta_{A_{i} / B_{i}}$. In addition,

$$
\begin{equation*}
g^{\prime}=\frac{\sqrt{1-T_{A}} \sqrt{1-T_{B}}}{\sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime}}} g, \quad g_{1}^{\prime}=\frac{\sqrt{1-T_{A}} \sqrt{1-T_{B}}}{\sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime}}} g_{1} \tag{11}
\end{equation*}
$$

When there is a minus intensity deviation, which means $\varphi<0$, we can see that the channel loss and excess noise are always overestimated. However, when there is a positive intensity deviation ( $\varphi>0$ ), the channel loss and excess noise are not always overestimated and may be underestimated. For instance, we assume the parameters have the concrete values of $\varphi_{A}=\varphi_{B}=0.1, V_{f_{A}}=V_{f_{B}}=10^{-4}, V_{M}=20$, and $\varepsilon_{A}=\varepsilon_{B}=0.05$. Since Eve has the intensity side information, she can perform a partial intercept-resend (PIR) attack [69,70] and hide the excess noise introduced by her PIR attack according to $\varphi$, so that the estimated total excess noise is equal to or even smaller than the original excess noise. Therefore, if Alice and Bob use the recorded data $x_{A / B}$ and $p_{A / B}$ for the parameter estimation, they will overestimate the secret key rate without knowing it, and this opens a security loophole.

To overcome this loophole, we propose to revise the recorded data of Alice and Bob from $x_{A / B}, p_{A / B}$ to $\sqrt{\left(1+\varphi_{A / B}\right)} x_{A / B}, \sqrt{\left(1+\varphi_{A / B}\right)} p_{A / B}$ and use the corrected data for the parameter estimation. In this case, we have (Appendix B)

$$
\begin{align*}
T_{A}^{\prime} & =T_{f_{A}} T_{A}, \\
T_{B}^{\prime} & =T_{f_{B}} T_{B},  \tag{12}\\
\varepsilon_{A}^{\prime} & \approx \varepsilon_{A} / T_{f_{A}}+\frac{1}{4}\left(1+\varphi_{A}\right) V_{A} V_{f_{A}} \\
\varepsilon_{B}^{\prime} & \approx \varepsilon_{B} / T_{f_{B}}+\frac{1}{4}\left(1+\varphi_{B}\right) V_{B} V_{f_{B}},
\end{align*}
$$

and

$$
\begin{equation*}
g^{\prime}=\frac{\sqrt{1-T_{A}} \sqrt{1-T_{B}}}{\sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime}}} g, \quad g_{1}^{\prime}=\frac{\sqrt{1-T_{A}} \sqrt{1-T_{B}}}{\sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime}}} g_{1} \tag{13}
\end{equation*}
$$

We can find from Eq. (12) that the channel loss and excess noise are overestimated and the potential loophole mentioned above can be closed. Then, Alice and Bob can use the corrected data $\sqrt{\left(1+\varphi_{A / B}\right)} x_{A / B}, \sqrt{\left(1+\varphi_{A / B}\right)} p_{A / B}$ to obtain the final secret key rate. However, this is still not the best choice, since the key rate can be further improved by enlarging the data, as shown below.

It is clear that the signal pulse that has a higher intensity than what Alice and Bob plan to send is insecure $[66,67]$. Thus they can only use the signal pulses with lower intensity than expected to extract the secret keys. To obtain greater numbers of signal pulses for key extraction, Alice and Bob need to enlarge their data. Suppose Alice and Bob revise their data from $\sqrt{\left(1+\varphi_{A / B}\right)} x_{A / B}, \sqrt{\left(1+\varphi_{A / B}\right)} p_{A / B}$ to $\sqrt{\left(1+\varphi_{A / B}\right) d_{A / B}} x_{A / B}$, $\sqrt{\left(1+\varphi_{A / B}\right) d_{A / B}} p_{A / B}$, where $d_{A / B} \geqslant 1$. Then the probabilities of Alice and Bob sending low-intensity signal pulses are

$$
\begin{equation*}
P_{A}=\int_{-\infty}^{d_{A}-1} f\left(\delta_{A_{i}}\right) d \delta_{A_{i}}, \quad P_{B}=\int_{-\infty}^{d_{B}-1} f\left(\delta_{B_{i}}\right) d \delta_{B_{i}} \tag{14}
\end{equation*}
$$

Here we set $d_{A / B} \leqslant d_{A / B}^{U}$ (the upper boundary of the distribution interval) for the uniform distributed intensity fluctuation and $d_{A / B} \leqslant 1+3 \sqrt{V_{f_{A / B}}}$ (considering the confidence interval with three standard deviations) for Gaussian distributed intensity fluctuation.

If Alice and Bob use the revised data for parameter estimation, they have (Appendix B)

$$
\begin{align*}
T_{A}^{\prime} & =T_{f_{A}} T_{A} / d_{A}, \\
T_{B}^{\prime} & =T_{f_{B}} T_{B} / d_{B}, \\
\varepsilon_{A}^{\prime} & \approx \varepsilon_{A} d_{A} / T_{f_{A}}+\frac{1}{4}\left(1+\varphi_{A}\right) d_{A} V_{A} V_{f_{A}},  \tag{15}\\
\varepsilon_{B}^{\prime} & \approx \varepsilon_{B} d_{B} / T_{f_{B}}+\frac{1}{4}\left(1+\varphi_{B}\right) d_{B} V_{B} V_{f_{B}},
\end{align*}
$$

and

$$
\begin{equation*}
g^{\prime}=\frac{\sqrt{1-T_{A}} \sqrt{1-T_{B}}}{\sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime}}} g, \quad g_{1}^{\prime}=\frac{\sqrt{1-T_{A}} \sqrt{1-T_{B}}}{\sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime}}} g_{1} . \tag{16}
\end{equation*}
$$

Because there are two optical sources in CV-MDI-QKD, the secret keys can only be extracted when they both send lowintensity pulses; the corresponding probability is $P=P_{A} P_{B}$.


FIG. 2. Secret key rate vs the transmission distance in the symmetric case with different source intensity deviations and fluctuations. (a) Uniform distributed intensity fluctuation; (b) Gaussian distributed intensity fluctuation. Here, we set the reconciliation efficiency $\beta=0.97$, modulation variance $V_{M}=60$, excess noise $\varepsilon_{A}=$ $\varepsilon_{B}=0.002$ SNUs, detection efficiency $\eta=0.97$, and electrical noise $v_{\mathrm{el}}=0.01$.

The final secret key rate is then given by [66]

$$
\begin{equation*}
K_{\text {final }}^{\infty}=\beta I_{a b \mid r}-(1-P)\left[H\left(a_{x} \mid r\right)+H\left(a_{p} \mid r\right)\right]-P \chi_{a E \mid r}, \tag{17}
\end{equation*}
$$

where $(1-P) H\left(a_{x} \mid r\right)$ and $(1-P) H\left(a_{p} \mid r\right)$ are the information entropy that cannot be used to extract the secure secret keys on the amplitude and phase quadratures of Alice (assuming Alice is the encoder side), respectively. Obviously, larger $d_{A / B}$ indicates that more signal pulses are used for key extraction, but the cost is that the estimated channel loss and excess noise will be higher. Therefore, there is a tradeoff to choose the optimal $d_{A / B}$.

First, we consider the symmetric CV-MDI-QKD protocol in which the untrusted third party, Charlie, is in the middle of Alice and Bob, $L_{A C}=L_{B C}$. Figure 2 shows the secret
key rate $K_{\text {final }}^{\infty}$ as a function of the transmission distance $L=$ $L_{A C}+L_{B C}$ for different intensity deviations and fluctuations, where Figs. 2(a) and 2(b) present the results for the uniform distributed intensity fluctuation and the Gaussian distributed intensity fluctuation, respectively. The black solid curve depicts the secret key rate without intensity error, and the upper (dark yellow) solid curve is the Pirandola-Laurenza-OttavianiBanchi (PLOB) bound [71], which represents the maximum secret key rate achievable in a repeater-less and lossy channel system. Here, we set $\varphi_{A}=\varphi_{B}=\varphi, \delta_{A}=\delta_{B}=\delta, V_{f_{A}}=V_{f_{B}}=$ $V_{f}, \eta=0.97$, and $v_{\mathrm{el}}=0.01$. We can see that both the secret key rate and transmission distance decrease with the increases of fluctuation strength. Notice that even with a large deviation of $\varphi=0.2$, the secret key rate is almost unaffected. This is mainly due to the fact that after the data are corrected, the intensity deviation, as expected, has a negligible impact on the parameter estimation of the protocol.

In CV-MDI-QKD protocols, it has been proved that the performance of the asymmetric case $\left(L_{A C} \neq L_{B C}\right)$ is superior to the symmetric case $\left(L_{A C}=L_{B C}\right)[41,42,45]$. When Alice is the encoder of information, the total transmission distance $L=L_{A C}+L_{B C}$ increases significantly as $L_{A C}$ decreases. If the distance between Charlie and Alice is $0\left(L_{A C}=0\right)$, the total transmission distance will reach its maximal value. In this case (the most asymmetric case), the two-mode Gaussian attack degenerates into two independent Gaussian attacks [68], which means $g=g_{1}=0$. For different intensity fluctuations, the secret key rates versus the transmission distance in the most asymmetric case are plotted in Fig. 3, where (a) and (b) denote the results for the uniform distributed and Gaussian distributed intensity fluctuations, respectively. The results show that the intensity fluctuation of Alice's source has a greater negative impact on the performance of the protocol compared with that of Bob's source, because Alice is the encoder. Therefore, if the two sources have different intensity fluctuations, the relatively stable source should be placed at the encoder side.

## IV. NO ASSUMPTION OF ANY SPECIFIC DISTRIBUTION OF INTENSITY ERRORS

Up to now, we have discussed two types of statistical distributions of the intensity errors: Gaussian distribution and uniform distribution. In this section, we remove the assumption of any specific distribution, and we derive the secure secret key rate given that Alice and Bob only know the upper and lower bound values of intensity errors. Furthermore, we extend the security of the protocol into a finite-size scenario with composable security.

We assume that the intensity of Alice's (Bob's) signal pulse is bounded by $\left[I_{A}^{L}, I_{A}^{U}\right]\left(\left[I_{B}^{L}, I_{B}^{U}\right]\right)$, where $I_{A}^{L(U)}\left(I_{B}^{L(U)}\right)$ represents the lower (upper) bound values of the intensity errors of Alice's (Bob's) source, and $I_{A}^{L(U)}=k_{A}^{L(U)} I_{A}\left(I_{B}^{L(U)}=\right.$ $k_{B}^{L(U)} I_{B}$ ). We also consider the worst-case scenario in which the eavesdropper knows exactly the intensity side information of each individual pulse. Because the intensity probability distribution is unknown, we cannot assess the information acquired by Eve. But fortunately, the key is secure when the signal pulses sent by Alice and Bob have lower intensity than expected. Thus, in order to ensure secure communication, we only need to adjust the data retained by Alice and Bob from


FIG. 3. Achievable secret key rate vs the transmission distance in the most asymmetric case for different intensity fluctuations. Part (a) denotes the results for the uniform distributed intensity fluctuation, and (b) denotes the results for the Gaussian distributed intensity fluctuation. The green dotted-dashed curve is plotted with an intensity deviation of $\delta_{A}=\delta_{B}=0.01$, and there is no intensity deviation for other curves. $d_{A / B}$ is optimal, and other parameters are set to $\beta=0.97, V_{M}=19, \varepsilon_{A}=\varepsilon_{B}=0.002, \eta=0.97, v_{\mathrm{el}}=0.01$.
$x_{A / B}, p_{A / B}$ to $\sqrt{k_{A / B}^{U}} x_{A / B}, \sqrt{k_{A / B}^{U}} p_{A / B}$, and use them to perform the parameter estimation and key extraction tasks.

Referring to Appendix C 1, when Alice and Bob use the revised data $\sqrt{k_{A / B}^{U}} x_{A / B}$ and $\sqrt{k_{A / B}^{U}} p_{A / B}$ for parameter estimation, we have

$$
\begin{aligned}
T_{A}^{\prime} & =T_{k_{A}} T_{A} / k_{A}^{U} \\
T_{B}^{\prime} & =T_{k_{B}} T_{B} / k_{B}^{U} \\
\varepsilon_{A}^{\prime} & \approx \varepsilon_{A} k_{A}^{U} / T_{k_{A}}+\frac{V_{k_{A}}}{4 m_{k_{A}}^{2}} k_{A}^{U} V_{A}, \\
\varepsilon_{B}^{\prime} & \approx \varepsilon_{B} k_{B}^{U} / T_{k_{B}}+\frac{V_{k_{B}}}{4 m_{k_{B}}^{2}} k_{B}^{U} V_{B},
\end{aligned}
$$



FIG. 4. The secret key rate vs the transmission distance when the statistical distributions of the intensity errors are unknown. Part (a) represents the symmetric case with $V_{M}=60$, and (b) represents the most asymmetric case with $V_{M}=19$. Other parameters are set to $\beta=0.97, \varepsilon_{A}=\varepsilon_{B}=0.002, \eta=0.97$, and $v_{\mathrm{el}}=0.01$.
and

$$
\begin{equation*}
g^{\prime}=\frac{\sqrt{1-T_{A}} \sqrt{1-T_{B}}}{\sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime}}} g, \quad g_{1}^{\prime}=\frac{\sqrt{1-T_{A}} \sqrt{1-T_{B}}}{\sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime}}} g_{1} . \tag{19}
\end{equation*}
$$

where $m_{k_{A}}$ and $V_{k_{A}}\left(m_{k_{B}}\right.$ and $\left.V_{k_{B}}\right)$ represent the mean and variance of $k_{A}\left(k_{B}\right)$, and $T_{k_{A / B}}=m_{k_{A / B}}\left(1-V_{k_{A / B}} / 8 m_{k_{A / B}}^{2}\right)^{2}$.

Then the final secret key rate can be given by

$$
\begin{align*}
K_{\mathrm{final}}^{\infty}= & \beta I_{a b \mid r}\left(V_{A}^{\prime}, V_{B}^{\prime}, T_{A}^{\prime}, \varepsilon_{A}^{\prime}, T_{B}^{\prime}, \varepsilon_{B}^{\prime}, g^{\prime}, g_{1}^{\prime}\right) \\
& -\chi_{a E \mid r}\left(V_{A}^{\prime}, V_{B}^{\prime}, T_{A}^{\prime}, \varepsilon_{A}^{\prime}, T_{B}^{\prime}, \varepsilon_{B}^{\prime}, g^{\prime}, g_{1}^{\prime}\right) \tag{20}
\end{align*}
$$

where $V_{A}^{\prime}=k_{A}^{U} V_{A}, V_{B}^{\prime}=k_{B}^{U} V_{B}$.
Figure 4 shows the secret key rate versus the transmission distance in the symmetric (a) and most asymmetric (b) cases with different intensity errors. Here different mean values and variances for $k_{A}\left(k_{B}\right)$ are used to analyze the performance
of the protocol. For simplicity, we set $k_{A}^{U}=k_{B}^{U}=k^{U}, m_{k_{A}}=$ $m_{k_{B}}=m_{k}, V_{k_{A}}=V_{k_{B}}=V_{k}$. The results show that the secret key rate of the most asymmetric case looks more sensitive to source intensity errors than that in the symmetric case. Larger source error means shorter achievable distance.

In a practical implementation of any protocol, the total number of signals exchanged between Alice and Bob is always finite. Therefore, we should consider the finite-size effect. One of the most crucial parts in the finite-size regime is parameter estimation. Different from the asymptotic case, we have to consider the largest possible difference between the expected values and the real observed values due to statistical fluctuations. Here, we exploit the technique of Ref. [49], where the authors have shown that the parameter estimation in CV-MDI-QKD can be performed with almost no public communication. This means that Alice and Bob can use all their raw data for both parameter estimation and secret-key extraction. Then the tradeoff between secret key rate and accuracy of the parameter estimation in the finite-size regime can be removed. Based on this technique, a tight finite-size analysis with composable security for the CV-MDI-QKD protocol has been presented [50]. Here, we extend this work to the case with intensity fluctuations.

The lower bound of the secret key rate against collective Gaussian attacks provided by composable security can be expressed as [50]

$$
\begin{align*}
K_{\mathrm{com}}^{s^{\prime}}= & R^{L}-\frac{1}{\sqrt{n}} \Delta_{\mathrm{AEP}} \\
& +\frac{1}{n} \log _{2}\left(p-\frac{2}{3} p s_{\mathrm{SM}}\right)+\frac{2}{n} \log _{2}(2 s) \tag{21}
\end{align*}
$$

where $s^{\prime}$ is the overall security parameter and $s^{\prime}=s+s_{\mathrm{SM}}+$ $s_{\mathrm{EC}}+s_{\mathrm{PE}} . s$ comes from the leftover hash lemma; $s_{\mathrm{SM}}$ is the smoothing parameter entering the smooth conditional minentropy; $s_{\mathrm{EC}}$ is the error in the error-correction routine; and $s_{\mathrm{PE}}$ is the probability of error related to the parameter estimation procedure. $n$ denotes the total number of signals exchanged between Alice and Bob. $p$ is the probability of successful error correction. $\Delta_{\mathrm{AEP}}=4(d+1) \sqrt{\log _{2}\left(9 / 2 p^{2} s_{\mathrm{SM}}^{2}\right)}$, where $d$ is the number of bits on which each measurement result is encoded. And

$$
\begin{align*}
R^{L}= & \beta I_{a b}\left(\Omega_{a}^{\max }, \Omega_{b}^{\max }, \Omega_{c}^{\min }\right) \\
& -\chi_{a E}\left(\Omega_{a}^{\max }, \Omega_{b}^{\max }, \Omega_{c}^{\min }\right) \tag{22}
\end{align*}
$$

where $\Omega_{a}^{\max }, \Omega_{b}^{\max }$, and $\Omega_{c}^{\min }$ are the boundary values on covariance matrix elements with statistic fluctuations. These values give a lower bound on the secret key rate and ensure the security of the CV-MDI-QKD protocol in the finite-size, composable setting. Detailed derivations can be found in Appendix C 2.

Figure 5 shows the lower bound of the secret key rate as a function of total exchanged signals $n$ in the symmetric (a) and most asymmetric (b) cases considering both the source errors and composable security. Here, we consider a fixed source error: $k^{U}=1.01, m_{k}=1.002$, and $V_{k}=10^{-5}$. The key rate is obtained by optimizing modulation variance. We can find that the finite size obviously limits the secret key rate of the protocol. For each transmission distance, there is a minimal


FIG. 5. Lower bound of the secret key rate vs the number of exchanged signals $n$ with different transmission distances. Part (a) represents the symmetric case, and (b) represents the most asymmetric case. The plots are obtained by setting $p=0.99, s=s_{\text {SM }}=$ $s_{\mathrm{EC}}=s_{\mathrm{PE}}=10^{-21}$, and $d=5$. Other parameters are set to $\beta=0.97$, $\varepsilon_{A}=\varepsilon_{B}=0.002, \eta=0.97$, and $v_{\mathrm{el}}=0.01$.
$n$ corresponding to a positive key rate. However, with the increase of the number of exchanged signals, the key rate increases rapidly and almost reaches that of the asymptotic case.

To further study the effect of intensity fluctuations, in Fig. 6 we simulate the secret key rate versus transmission distance with different intensity fluctuations for $n=10^{8}$. It is clear that intensity fluctuations degrade the performance of the protocol. We also see that it is possible in principle to obtain a high secret key rate for a practical block size of $n=10^{8}$. Therefore, our results indicate that the CV-MDI-QKD protocol with source intensity errors is still feasible when considering the finite-size effects with composable security, although the secret key rate is decreased to some extent compared with that of the ideal source.


FIG. 6. Lower bound of the secret key rate vs the transmission distance for $n=10^{8}$ with different intensity fluctuations. Part (a) represents the symmetric case, and (b) represents the most asymmetric case. Other parameters are the same as in Fig. 5.

## V. CONCLUSIONS

We have presented a security analysis for CV-MDI-QKD with source intensity errors. Specifically, we have established a general intensity error model and derived the secure key rate of the CV-MDI-QKD protocol under two-mode Gaussian attack based on different assumptions on the abilities of Alice and Bob. A data-processing scheme was proposed to improve the security due to the intensity deviations of the source. In addition, we found that the intensity fluctuation on the encoder's side has a greater negative impact on the performance of the protocol compared with that on the nonencoder's side. Therefore, for two sources with different intensity fluctuation, the relatively stable source should be placed at the encoder's side to optimize the protocol. Furthermore, we have assessed the security of the protocol against collective Gaussian attacks in the finite-size scenario with composable security. The most
general class of coherent attacks can immediately be obtained by exploiting the Gaussian-de Finetti reduction $[36,50]$.

In conclusion, our work verifies the feasibility of the CV-MDI-QKD protocol with source intensity errors, and it constitutes an important step toward the practical security of the CV-MDI-QKD protocol. It is interesting to further investigate other practical security issues of CV-MDI-QKD in the future.
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## APPENDIX A: CALCULATION OF THE SECRET KEY RATE

Based on Charlie's outcome $r$, the covariance matrix $\gamma_{a b \mid r}$ is given by

$$
\begin{align*}
\gamma_{a b \mid r}= & {\left[\begin{array}{cc}
V \mathrm{I} & 0 \\
0 & V \mathrm{I}
\end{array}\right]-\left(V^{2}-1\right) } \\
& \times\left[\begin{array}{cccc}
\frac{T_{A}}{\theta} & 0 & -\frac{\sqrt{T_{A} T_{B}}}{\theta} & 0 \\
0 & \frac{T_{A}}{\theta^{\prime}} & 0 & \frac{\sqrt{T_{A} T_{B}}}{\theta^{\prime}} \\
-\frac{\sqrt{T_{A} T_{B}}}{\theta} & 0 & \frac{T_{B}}{\theta} & 0 \\
0 & \frac{\sqrt{T_{A} T_{B}}}{\theta^{\prime}} & 0 & \frac{T_{B}}{\theta^{\prime}}
\end{array}\right] \tag{A1}
\end{align*}
$$

where we have set $V=V_{M}+1, V_{M}=V_{A}=V_{B}$, and

$$
\begin{align*}
\theta= & \left(T_{A}+T_{B}\right) V_{M}+\varepsilon_{A} T_{A}+\varepsilon_{B} T_{B}+2 \\
& -2 \sqrt{1-T_{A}} \sqrt{1-T_{B}} g+2 \chi_{\mathrm{hom}}, \\
\theta^{\prime}= & \left(T_{A}+T_{B}\right) V_{M}+\varepsilon_{A} T_{A}+\varepsilon_{B} T_{B}+2 \\
& +2 \sqrt{1-T_{A}} \sqrt{1-T_{B}} g_{1}+2 \chi_{\mathrm{hom}} . \tag{A2}
\end{align*}
$$

Here, $\chi_{\text {hom }}=(1-\eta) / \eta+v_{e l} / \eta$ is the total noise introduced by the realistic homodyne detector, referred to its input.

The covariance matrix of the state $\rho_{b \mid r a}$, conditioned on Alice's heterodyne measurement results $x_{a}, p_{a}$, is given by

$$
\begin{equation*}
\gamma_{b \mid r a}=\gamma_{b \mid r}-\sigma_{a b \mid r}\left(\gamma_{a \mid r}+1\right)^{\mathrm{MP}} \sigma_{a b \mid r}^{T} \tag{A3}
\end{equation*}
$$

where $\gamma_{b \mid r}, \sigma_{a b \mid r}$, and $\gamma_{a \mid r}$ are the submatrices of the covariance matrix $\gamma_{a b \mid r}$; MP denotes the Moore-Penrose inverse of a matrix. The conditional matrix is thus given by

$$
\gamma_{b \mid r a}=\left[\begin{array}{cc}
V-\frac{\left(V^{2}-1\right) T_{B}}{\theta-V_{M} T_{A}} & 0  \tag{A4}\\
0 & V-\frac{\left(V^{2}-1\right) T_{B}}{\theta^{\prime}-V_{M} T_{A}}
\end{array}\right]
$$

Then, the Shannon mutual information between Alice and Bob can be calculated by

$$
\begin{equation*}
I_{a b \mid r}=\frac{1}{2} \log _{2} \frac{V_{b \mid r}^{x}+1}{V_{b \mid r a}^{x}+1}+\frac{1}{2} \log _{2} \frac{V_{b \mid r}^{p}+1}{V_{b \mid r a}^{p}+1}=\frac{1}{2} \log _{2} \frac{\xi_{1}}{\xi_{2}} \tag{A5}
\end{equation*}
$$

where

$$
\begin{align*}
& \xi_{1}=\left(\theta-V_{M} T_{A}\right)\left(\theta^{\prime}-V_{M} T_{A}\right)\left(\theta-V_{M} T_{B}\right)\left(\theta^{\prime}-V_{M} T_{B}\right) \\
& \xi_{2}=\theta \theta^{\prime}\left(\theta-V_{M} T_{A}-V_{M} T_{B}\right)\left(\theta^{\prime}-V_{M} T_{A}-V_{M} T_{B}\right) \tag{A6}
\end{align*}
$$

Because Eve's system purifies $a b$, the Holevo bound $\chi_{a E \mid r}$ can be written as

$$
\begin{align*}
\chi_{a E \mid r} & =S\left(\rho_{E \mid r}\right)-S\left(\rho_{E \mid r a}\right) \\
& =S\left(\rho_{a b \mid r}\right)-S\left(\rho_{b \mid r a}\right) . \tag{A7}
\end{align*}
$$

$S\left(\rho_{a b \mid r}\right)$ is the von Neumann entropy of the quantum state $\rho_{a b \mid r}$ and can be calculated from the symplectic eigenvalues $\lambda_{1,2}$ of the covariance matrix $\gamma_{a b \mid r}$,

$$
\begin{equation*}
\lambda_{1,2}=\sqrt{\frac{1}{2}\left(A \pm \sqrt{A^{2}-4 B}\right)}, \tag{A8}
\end{equation*}
$$

where $A=2 V^{2}+\left[\xi_{3}^{2}-V\left(\theta+\theta^{\prime}\right) \xi_{4}\right] / \theta \theta^{\prime}, B=V^{2}\left(\xi_{4}-V \theta\right)$ $\left(\xi_{4}-V \theta^{\prime}\right) / \theta \theta^{\prime}, \quad \xi_{3}=\left(V^{2}-1\right) T_{A}-\left(V^{2}-1\right) T_{B}, \quad$ and $\xi_{4}=$ $\left(V^{2}-1\right) T_{A}+\left(V^{2}-1\right) T_{B}$.
$S\left(\rho_{b \mid r a}\right)$ can be calculated from the symplectic eigenvalues $\lambda_{3}$ of the covariance matrix $\gamma_{b \mid r a}$, and $\lambda_{3}=\sqrt{\operatorname{det} \gamma_{b \mid r a}}$.

Then,

$$
\begin{equation*}
\chi_{a E \mid r}=G\left(\frac{\lambda_{1}-1}{2}\right)+G\left(\frac{\lambda_{2}-1}{2}\right)-G\left(\frac{\lambda_{3}-1}{2}\right), \tag{A9}
\end{equation*}
$$

where $G(x)=(x+1) \log _{2}(x+1)-x \log _{2} x$.
Finally, the secure secret key rate is calculated using Eqs. (3), (A5), and (A9). Note that it has been proven that the optimal correlated attack that Eve can perform is the "negative EPR attack" in which [41]

$$
\begin{align*}
g_{1} & =-g=\phi, \\
\phi & =\min \left\{\sqrt{\left(\omega_{A}-1\right)\left(\omega_{B}+1\right)}, \sqrt{\left(\omega_{A}+1\right)\left(\omega_{B}-1\right)}\right\}, \tag{A10}
\end{align*}
$$

and the key rate meets the minimum value.

## APPENDIX B: ESTIMATION OF CHANNEL PARAMETERS

After Charlie's detection, we have

$$
\begin{align*}
& x_{C}^{\prime}=\frac{1}{\sqrt{2}}\left(\sqrt{t_{B}} x_{B}^{\prime}-\sqrt{t_{A}} x_{A}^{\prime}\right)+x_{N} \\
& p_{D}^{\prime}=\frac{1}{\sqrt{2}}\left(\sqrt{t_{B}} p_{B}^{\prime}+\sqrt{t_{A}} p_{A}^{\prime}\right)+p_{N} \tag{B1}
\end{align*}
$$

where

$$
\begin{align*}
x_{A / B}^{\prime} & =\sqrt{\left(1+\varphi_{A / B}\right)\left(1+\delta_{A_{i} / B_{i}}\right)} x_{A / B}, \\
p_{A / B}^{\prime} & =\sqrt{\left(1+\varphi_{A / B}\right)\left(1+\delta_{A_{i} / B_{i}}\right)} p_{A / B} . \tag{B2}
\end{align*}
$$

Thus,

$$
\begin{align*}
& V\left(x_{C}^{\prime}\right)=\frac{\eta}{2}\left(u+l-2 \sqrt{1-T_{A}} \sqrt{1-T_{B}} g\right)+\eta \chi_{\mathrm{hom}}  \tag{B3}\\
& V\left(p_{D}^{\prime}\right)=\frac{\eta}{2}\left(u+l+2 \sqrt{1-T_{A}} \sqrt{1-T_{B}} g_{1}\right)+\eta \chi_{\mathrm{hom}}
\end{align*}
$$

where

$$
\begin{equation*}
u=T_{B}\left(1+\varphi_{B}\right) V_{B}+T_{A}\left(1+\varphi_{A}\right) V_{A} \tag{B4}
\end{equation*}
$$

If Alice and Bob use the recorded data $x_{A / B}$ and $p_{A / B}$ for parameter estimation, then

$$
\begin{align*}
\sqrt{t_{A x}^{\prime}} & =-\sqrt{2} \frac{\left\langle x_{A} x_{C}^{\prime}\right\rangle}{\left\langle x_{A}^{2}\right\rangle}=\frac{\left\langle x_{A} \sqrt{t_{A}} x_{A}^{\prime}\right\rangle}{\left\langle x_{A}^{2}\right\rangle} \\
& =\sqrt{\left(1+\varphi_{A}\right) t_{A}}\left\langle\sqrt{\left.\left(1+\delta_{A_{i}}\right)\right\rangle}\right. \\
\sqrt{t_{A p}^{\prime}} & =\sqrt{2} \frac{\left\langle p_{A} p_{D}^{\prime}\right\rangle}{\left\langle p_{A}^{2}\right\rangle}=\frac{\left\langle p_{A} \sqrt{t_{A}} p_{A}^{\prime}\right\rangle}{\left\langle p_{A}^{2}\right\rangle} \\
& =\sqrt{\left(1+\varphi_{A}\right) t_{A}}\left\langle\sqrt{\left(1+\delta_{A_{i}}\right)}\right\rangle \tag{B5}
\end{align*}
$$

Making a Taylor expansion around $\delta_{A i}=0$, we obtain

$$
\begin{equation*}
\left\langle\sqrt{\left(1+\delta_{A_{i}}\right)}\right\rangle \approx 1-\frac{1}{8} V_{f_{A}} \tag{B6}
\end{equation*}
$$

hence $t_{A}^{\prime}=\left(1+\varphi_{A}\right)\left(1-V_{f_{A}} / 8\right)^{2} t_{A}$.
By defining $T_{f_{A}}:=\left(1-V_{f_{A}} / 8\right)^{2}$, we have

$$
\begin{equation*}
T_{A}^{\prime}=t_{A}^{\prime} / \eta=\left(1+\varphi_{A}\right) T_{f_{A}} t_{A} / \eta=\left(1+\varphi_{A}\right) T_{f_{A}} T_{A} . \tag{B7}
\end{equation*}
$$

Similarly, $T_{B}^{\prime}=\left(1+\varphi_{B}\right) T_{f_{B}} T_{B}$.
To find explicitly the expression of the excess noises, we assume that the coherent states are perfectly prepared and transmit through the quantum channels with transmission $\left(T_{A}^{\prime}\right.$, $T_{B}^{\prime}$ ) and excess noise $\left(\varepsilon_{A}^{\prime}, \varepsilon_{B}^{\prime}\right)$. In this case, Charlie's detection results $x_{C}^{\prime}, p_{D}^{\prime}$ can be rewritten as

$$
\begin{align*}
& x_{C}^{\prime}=\frac{1}{\sqrt{2}}\left(\sqrt{t_{B}^{\prime}} x_{B}-\sqrt{t_{A}^{\prime}} x_{A}\right)+x_{N}^{\prime} \\
& p_{D}^{\prime}=\frac{1}{\sqrt{2}}\left(\sqrt{t_{B}^{\prime}} p_{B}+\sqrt{t_{A}^{\prime}} p_{A}\right)+p_{N}^{\prime} \tag{B8}
\end{align*}
$$

and

$$
\begin{align*}
& V\left(x_{C}^{\prime}\right)=\frac{\eta}{2}\left(u^{\prime}+l^{\prime}-2 \sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime}} g^{\prime}\right)+\eta \chi_{\mathrm{hom}} \\
& V\left(p_{D}^{\prime}\right)=\frac{\eta}{2}\left(u^{\prime}+l^{\prime}+2 \sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime}} g_{1}^{\prime}\right)+\eta \chi_{\mathrm{hom}} \tag{B9}
\end{align*}
$$

where

$$
\begin{equation*}
u^{\prime}=T_{B}^{\prime} V_{B}+T_{A}^{\prime} V_{A}, \quad l^{\prime}=\varepsilon_{A}^{\prime} T_{A}^{\prime}+\varepsilon_{B}^{\prime} T_{B}^{\prime}+2 \tag{B10}
\end{equation*}
$$

Comparing Eq. (B3) with Eq. (B9), we have

$$
\begin{align*}
T_{A}^{\prime} V_{A}+\varepsilon_{A}^{\prime} T_{A}^{\prime} & =T_{A}\left(1+\varphi_{A}\right) V_{A}+\varepsilon_{A} T_{A}, \\
T_{B}^{\prime} V_{B}+\varepsilon_{B}^{\prime} T_{B}^{\prime} & =T_{B}\left(1+\varphi_{B}\right) V_{B}+\varepsilon_{B} T_{B}, \\
\sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime} g^{\prime}} & =\sqrt{1-T_{A}} \sqrt{1-T_{B}} g, \\
\sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime} g_{1}^{\prime}} & =\sqrt{1-T_{A}} \sqrt{1-T_{B}} g_{1} . \tag{B11}
\end{align*}
$$

Simple algebra leads to

$$
\begin{aligned}
\varepsilon_{A}^{\prime} & \approx \varepsilon_{A} /\left(1+\varphi_{A}\right) T_{f_{A}}+\frac{1}{4} V_{A} V_{f_{A}}, \\
\varepsilon_{B}^{\prime} & \approx \varepsilon_{B} /\left(1+\varphi_{B}\right) T_{f_{B}}+\frac{1}{4} V_{B} V_{f_{B}}, \\
g^{\prime} & =\frac{\sqrt{1-T_{A}} \sqrt{1-T_{B}}}{\sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime}}} g,
\end{aligned}
$$

$$
\begin{equation*}
g_{1}^{\prime}=\frac{\sqrt{1-T_{A}} \sqrt{1-T_{B}}}{\sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime}}} g_{1} \tag{B12}
\end{equation*}
$$

If Alice and Bob use the revised data $\sqrt{\left(1+\varphi_{A / B}\right)} x_{A / B}$ and $\sqrt{\left(1+\varphi_{A / B}\right)} p_{A / B}$ for parameter estimation, we have

$$
\begin{align*}
\sqrt{t_{A x}^{\prime}} & =-\sqrt{2} \frac{\left\langle\sqrt{\left(1+\varphi_{A}\right)} x_{A} x_{C}^{\prime}\right\rangle}{\left\langle\left(\sqrt{\left(1+\varphi_{A}\right)} x_{A}\right)^{2}\right\rangle}=\frac{\left\langle x_{A} \sqrt{t_{A}} x_{A}^{\prime}\right\rangle}{\sqrt{\left(1+\varphi_{A}\right)}\left\langle x_{A}^{2}\right\rangle} \\
& =\left\langle\sqrt{\left(1+\delta_{A_{i}}\right)}\right) \sqrt{t_{A}} \\
\sqrt{t_{A p}^{\prime}} & =\sqrt{2} \frac{\left\langle\sqrt{\left(1+\varphi_{A}\right)} p_{A} p_{D}^{\prime}\right\rangle}{\left\langle\left(\sqrt{\left(1+\varphi_{A}\right)} p_{A}\right)^{2}\right\rangle}=\frac{\left\langle p_{A} \sqrt{t_{A}} p_{A}^{\prime}\right\rangle}{\sqrt{\left(1+\varphi_{A}\right)}\left\langle p_{A}^{2}\right\rangle} \\
& =\left\langle\sqrt{\left(1+\delta_{A_{i}}\right)}\right\rangle \sqrt{t_{A}} . \tag{B13}
\end{align*}
$$

Hence $t_{A}^{\prime}=\left\langle\sqrt{\left(1+\delta_{A_{i}}\right)}\right\rangle^{2} t_{A}=T_{f_{A}} t_{A}$ and $T_{A}^{\prime}=t_{A}^{\prime} / \eta=T_{f_{A}} T_{A}$. Similarly, $T_{B}^{\prime}=T_{f_{B}} T_{B}$. Then,

$$
\begin{align*}
\varepsilon_{A}^{\prime} & \approx \varepsilon_{A} / T_{f_{A}}+\frac{1}{4}\left(1+\varphi_{A}\right) V_{A} V_{f_{A}} \\
\varepsilon_{B}^{\prime} & \approx \varepsilon_{B} / T_{f_{B}}+\frac{1}{4}\left(1+\varphi_{B}\right) V_{B} V_{f_{B}} \\
g^{\prime} & =\frac{\sqrt{1-T_{A}} \sqrt{1-T_{B}}}{\sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime}}} g \\
g_{1}^{\prime} & =\frac{\sqrt{1-T_{A}} \sqrt{1-T_{B}}}{\sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime}}} g_{1} \tag{B14}
\end{align*}
$$

If Alice and Bob use the revised data $\sqrt{\left(1+\varphi_{A / B}\right) d_{A / B}} x_{A / B}$ and $\sqrt{\left(1+\varphi_{A / B}\right) d_{A / B}} p_{A / B}$ for parameter estimation, we have

$$
\begin{align*}
\sqrt{t_{A x}^{\prime}} & =-\sqrt{2} \frac{\left\langle\sqrt{\left(1+\varphi_{A}\right) d_{A}} x_{A} x_{C}^{\prime}\right\rangle}{\left\langle\left(\sqrt{\left(1+\varphi_{A}\right) d_{A}} x_{A}\right)^{2}\right\rangle} \\
& =\frac{\sqrt{t_{A}}}{\sqrt{d_{A}}}\left\langle\sqrt{\left(1+\delta_{A_{i}}\right)}\right), \\
\sqrt{t_{A p}^{\prime}} & =\sqrt{2} \frac{\left\langle\sqrt{\left(1+\varphi_{A}\right) d_{A}} p_{A} p_{D}^{\prime}\right\rangle}{\left\langle\left(\sqrt{\left(1+\varphi_{A}\right) d_{A}} p_{A}\right)^{2}\right\rangle} \\
& =\frac{\sqrt{t_{A}}}{\sqrt{d_{A}}}\left\langle\sqrt{\left(1+\delta_{A_{i}}\right)}\right) . \tag{B15}
\end{align*}
$$

Hence $T_{A}^{\prime}=t_{A}^{\prime} / \eta=T_{f_{A}} t_{A} / d_{A} \eta=T_{f_{A}} T_{A} / d_{A}$. Similarly, $T_{B}^{\prime}=$ $T_{f_{B}} T_{B} / d_{B}$. Then,

$$
\begin{align*}
\varepsilon_{A}^{\prime} & \approx \varepsilon_{A} d_{A} / T_{f_{A}}+\frac{1}{4}\left(1+\varphi_{A}\right) d_{A} V_{A} V_{f_{A}} \\
\varepsilon_{B}^{\prime} & \approx \varepsilon_{B} d_{B} / T_{f_{B}}+\frac{1}{4}\left(1+\varphi_{B}\right) d_{B} V_{B} V_{f_{B}} \\
g^{\prime} & =\frac{\sqrt{1-T_{A}} \sqrt{1-T_{B}}}{\sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime}}} g \\
g_{1}^{\prime} & =\frac{\sqrt{1-T_{A}} \sqrt{1-T_{B}}}{\sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime}}} g_{1} \tag{B16}
\end{align*}
$$

## APPENDIX C: PARAMETER ESTIMATION IN SEC. IV

## 1. Parameter estimation in the asymptotical case

For intensity errors $k_{A} I_{A}$ and $k_{B} I_{B}$ of Alice and Bob, Charlie's measurement results are

$$
\begin{align*}
& x_{C}^{\prime}=\frac{1}{\sqrt{2}}\left(\sqrt{t_{B}} \sqrt{k_{B}} x_{B}-\sqrt{t_{A}} \sqrt{k_{A}} x_{A}\right)+x_{N} \\
& p_{D}^{\prime}=\frac{1}{\sqrt{2}}\left(\sqrt{t_{B}} \sqrt{k_{B}} p_{B}+\sqrt{t_{A}} \sqrt{k_{A}} p_{A}\right)+p_{N} \tag{C1}
\end{align*}
$$

Thus,

$$
\begin{align*}
& V\left(x_{C}^{\prime}\right)=\frac{\eta}{2}\left(u^{\prime \prime}+l-2 \sqrt{1-T_{A}} \sqrt{1-T_{B}} g\right)+\eta \chi_{\mathrm{hom}}, \\
& V\left(p_{D}^{\prime}\right)=\frac{\eta}{2}\left(u^{\prime \prime}+l+2 \sqrt{1-T_{A}} \sqrt{1-T_{B}} g_{1}\right)+\eta \chi_{\mathrm{hom}} \tag{C2}
\end{align*}
$$

where

$$
\begin{equation*}
u^{\prime \prime}=T_{B}\left\langle k_{B}\right\rangle V_{B}+T_{A}\left\langle k_{A}\right\rangle V_{A} \tag{C3}
\end{equation*}
$$

If Alice and Bob use the revised data $\sqrt{k_{A / B}^{U}} x_{A / B}$ and $\sqrt{k_{A / B}^{U}} p_{A / B}$ for parameter estimation, we have

$$
\begin{align*}
& \sqrt{t_{A x}^{\prime}}=-\sqrt{2} \frac{\left\langle\sqrt{k_{A}^{U}} x_{A} x_{C}^{\prime}\right\rangle}{\left\langle\left(\sqrt{k_{A}^{U}} x_{A}\right)^{2}\right\rangle}=\frac{\sqrt{t_{A}}}{\sqrt{k_{A}^{U}}}\left\langle\sqrt{\left.k_{A}\right\rangle},\right. \\
& \sqrt{t_{A p}^{\prime}}=\sqrt{2} \frac{\left\langle\sqrt{k_{A}^{U}} p_{A} p_{D}^{\prime}\right\rangle}{\left\langle\left(\sqrt{k_{A}^{U}} p_{A}\right)^{2}\right\rangle}=\frac{\sqrt{t_{A}}}{\sqrt{k_{A}^{U}}}\left\langle\sqrt{k_{A}}\right\rangle . \tag{C4}
\end{align*}
$$

Hence $t_{A}^{\prime}=\left\langle\sqrt{k_{A}}\right\rangle^{2} t_{A} / k_{A}^{U}$. We define $m_{k_{A}}:=\left\langle k_{A}\right\rangle, V_{k_{A}}:=$ $\operatorname{var}\left(k_{A}\right)$, and $k_{A}^{\prime}:=k_{A} / m_{k_{A}}$. Then

$$
\begin{equation*}
\mathrm{E}\left(k_{A}^{\prime}\right)=1, \quad \operatorname{var}\left(k_{A}^{\prime}\right)=V_{k_{A}} / m_{k_{A}}^{2} . \tag{C5}
\end{equation*}
$$

Making a Taylor expansion around $k_{A}^{\prime}-1$, we can obtain

$$
\begin{equation*}
\left\langle\sqrt{k_{A}^{\prime}}\right\rangle \approx 1-V_{k_{A}} / 8 m_{k_{A}}^{2} \tag{C6}
\end{equation*}
$$

Using this, we have

$$
\begin{align*}
\left\langle\sqrt{k_{A}}\right\rangle^{2} & =\left\langle\sqrt{m_{k_{A}} k_{A}^{\prime}}\right\rangle^{2} \\
& =m_{k_{A}}\left(1-V_{k_{A}} / 8 m_{k_{A}}^{2}\right)^{2}:=T_{k_{A}} \tag{C7}
\end{align*}
$$

Hence $T_{A}^{\prime}=t_{A}^{\prime} / \eta=T_{k_{A}} T_{A} / k_{A}^{U}$. Likewise, $T_{B}^{\prime}=T_{k_{B}} T_{B} / k_{B}^{U}$. Similar to the procedure used before, we finally obtain

$$
\begin{align*}
\varepsilon_{A}^{\prime} & \approx \varepsilon_{A} k_{A}^{U} / T_{k_{A}}+\frac{V_{k_{A}}}{4 m_{k_{A}^{2}}} k_{A}^{U} V_{A}, \\
\varepsilon_{B}^{\prime} & \approx \varepsilon_{B} k_{B}^{U} / T_{k_{B}}+\frac{V_{k_{B}}}{4 m_{k_{B}^{2}}^{2}} k_{B}^{U} V_{B}, \\
g^{\prime} & =\frac{\sqrt{1-T_{A}} \sqrt{1-T_{B}}}{\sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime}}} g, \\
g_{1}^{\prime} & =\frac{\sqrt{1-T_{A}} \sqrt{1-T_{B}}}{\sqrt{1-T_{A}^{\prime}} \sqrt{1-T_{B}^{\prime}}} g_{1} . \tag{C8}
\end{align*}
$$

## 2. Parameter estimation in the finite-size scenario

In practical applications of CV-MDI-QKD, in order to extract the secret key using the local data, Alice and Bob need to displace their raw data as follows [49]:

$$
\begin{align*}
& x_{d A}=x_{A}^{\prime}-g_{x_{A}^{\prime}}(r), \quad p_{d A}=p_{A}^{\prime}-g_{p_{A}^{\prime}}(r),  \tag{C9}\\
& x_{d B}=x_{B}^{\prime}-g_{x_{B}^{\prime}}(r), \quad p_{d B}=p_{B}^{\prime}-g_{p_{B}^{\prime}}(r),
\end{align*}
$$

where $x_{A}^{\prime}, p_{A}^{\prime}$ and $x_{B}^{\prime}, p_{B}^{\prime}$ represent the raw data of Alice and Bob, respectively. $g_{*}(r), *=x_{A}^{\prime}, p_{A}^{\prime}, x_{B}^{\prime}, p_{B}^{\prime}$, is an affine function of $r$ and is defined as

$$
\begin{equation*}
g_{*}(r)=u_{*} x_{C}^{\prime}+v_{*} p_{D}^{\prime} \tag{C10}
\end{equation*}
$$

where the parameters $u_{*}$ and $\nu_{*}$ are chosen to satisfy

$$
\begin{align*}
& \left\langle x_{d A} x_{C}^{\prime}\right\rangle=\left\langle p_{d A} x_{C}^{\prime}\right\rangle=\left\langle x_{d A} p_{D}^{\prime}\right\rangle=\left\langle p_{d A} p_{D}^{\prime}\right\rangle=0, \\
& \left\langle x_{d B} x_{C}^{\prime}\right\rangle=\left\langle p_{d B} x_{C}^{\prime}\right\rangle=\left\langle x_{d B} p_{D}^{\prime}\right\rangle=\left\langle p_{d B} p_{D}^{\prime}\right\rangle=0 . \tag{C11}
\end{align*}
$$

This implies

$$
\begin{align*}
& u_{*}=\frac{\left\langle * x_{C}^{\prime}\right\rangle\left\langle p_{D}^{\prime 2}\right\rangle-\left\langle * p_{D}^{\prime}\right\rangle\left\langle x_{C}^{\prime} p_{D}^{\prime}\right\rangle}{\left\langle x_{C}^{\prime 2}\right\rangle\left\langle p_{D}^{\prime 2}\right\rangle-\left\langle x_{C}^{\prime} p_{D}^{\prime}\right\rangle^{2}} \\
& v_{*}=\frac{\left\langle * p_{D}^{\prime}\right\rangle\left\langle x_{C}^{\prime 2}\right\rangle-\left\langle * x_{C}^{\prime}\right\rangle\left\langle x_{C}^{\prime} p_{D}^{\prime}\right\rangle}{\left\langle x_{C}^{\prime 2}\right\rangle\left\langle p_{D}^{\prime 2}\right\rangle-\left\langle x_{C}^{\prime} p_{D}^{\prime}\right\rangle^{2}} \tag{C12}
\end{align*}
$$

Then the covariance matrix of $\left(x_{d A}, p_{d A}, x_{d B}, p_{d B}\right)$ equals the conditional covariance matrix of $\left(x_{A}^{\prime}, p_{A}^{\prime}, x_{B}^{\prime}, p_{B}^{\prime}\right)$ conditioned on $\left(x_{C}^{\prime}, p_{D}^{\prime}\right)$, which is sufficient to assess the security of a CV-MDI-QKD (see Appendix A). The covariance matrix of $\left(x_{d A}, p_{d A}, x_{d B}, p_{d B}\right)$ has the form
$\gamma_{d A d B}$

$$
=\left[\begin{array}{cccc}
\left\langle x_{d A}^{2}\right\rangle & \left\langle x_{d A} p_{d A}\right\rangle & \left\langle x_{d A} x_{d B}\right\rangle & \left\langle x_{d A} p_{d B}\right\rangle  \tag{C13}\\
\left\langle x_{d A} p_{d A}\right\rangle & \left\langle p_{d A}^{2}\right\rangle & \left\langle p_{d A} x_{d B}\right\rangle & \left\langle p_{d A} p_{d B}\right\rangle \\
\left\langle x_{d A} x_{d B}\right\rangle & \left\langle p_{d A} x_{d B}\right\rangle & \left\langle x_{d B}^{2}\right\rangle & \left\langle x_{d B} p_{d B}\right\rangle \\
\left\langle x_{d A} p_{d B}\right\rangle & \left\langle p_{d A} p_{d B}\right\rangle & \left\langle x_{d B} p_{d B}\right\rangle & \left\langle p_{d B}^{2}\right\rangle
\end{array}\right] .
$$

By averaging the covariance matrix, we have it in a simple form,

$$
\gamma_{d A d B}=\left[\begin{array}{cc}
\sum_{a} \mathrm{I} & \sum_{c} \sigma_{z}  \tag{C14}\\
\sum_{c} \sigma_{z} & \sum_{b} \mathrm{I}
\end{array}\right],
$$

where

$$
\begin{align*}
& \sum_{a}=\frac{\left\langle x_{d A}^{2}\right\rangle+\left\langle p_{d A}^{2}\right\rangle}{2}, \\
& \sum_{b}=\frac{\left\langle x_{d B}^{2}\right\rangle+\left\langle p_{d B}^{2}\right\rangle}{2}, \\
& \sum_{c}=\frac{\left\langle x_{d A} x_{d B}\right\rangle-\left\langle p_{d A} p_{d B}\right\rangle}{2} . \tag{C15}
\end{align*}
$$

To obtain the covariance matrix $\gamma_{d A d B}$, the unknown parameters $\sum_{a}, \sum_{b}$, and $\sum_{c}$ need to be estimated. If Alice and Bob locally prepare $2 n$ coherent states, then the real estimated values are defined as

$$
\begin{equation*}
\hat{\sum_{a}}=\sum_{j=1}^{n} \frac{x_{d A_{j}}^{2}+p_{d A_{j}}^{2}}{2 n}, \quad \hat{\sum_{b}}=\sum_{j=1}^{n} \frac{x_{d B_{j}}^{2}+p_{d B_{j}}^{2}}{2 n} . \tag{C16}
\end{equation*}
$$

For $\hat{\Sigma}_{c}$, one can exploit the relationships between $\left\langle x_{d A} x_{d B}\right\rangle,\left\langle p_{d A} p_{d B}\right\rangle$ and $\left\langle x_{C}^{\prime 2}\right\rangle,\left\langle p_{D}^{\prime 2}\right\rangle,\left\langle x_{C}^{\prime} p_{D}^{\prime}\right\rangle$, and obtain

$$
\begin{align*}
\sum_{c} & =\omega_{1} \sum_{j=1}^{n} \frac{x_{C_{j}}^{\prime 2}}{n}+\omega_{2} \sum_{j=1}^{n} \frac{p_{D_{j}}^{\prime 2}}{n}+\omega_{3} \sum_{j=1}^{n} \frac{x_{C_{j}}^{\prime} p_{D_{j}}^{\prime}}{n}, \\
\sum_{j=1}^{n} \frac{x_{C_{j}}^{\prime} p_{D_{j}}^{\prime}}{n} & =\sum_{j=1}^{n} \frac{\left(x_{C_{j}}^{\prime}+p_{D_{j}}^{\prime}\right)^{2}}{4 n}-\sum_{j=1}^{n} \frac{\left(x_{C_{j}}^{\prime}-p_{D_{j}}^{\prime}\right)^{2}}{4 n}, \tag{C17}
\end{align*}
$$

where

$$
\begin{align*}
& \omega_{1}=-\frac{1}{2}\left(u_{x_{A}^{\prime}} u_{x_{B}^{\prime}}+u_{p_{A}^{\prime}} u_{p_{B}^{\prime}}\right) \\
& \omega_{2}=\frac{1}{2}\left(v_{x_{A}^{\prime}} v_{x_{B}^{\prime}}+v_{p_{A}^{\prime}} v_{p_{B}^{\prime}}\right) \\
& \omega_{3}=\frac{1}{2}\left(u_{x_{A}^{\prime}} v_{x_{B}^{\prime}}+v_{x_{A}^{\prime}} u_{x_{B}^{\prime}}-u_{p_{A}^{\prime}} v_{p_{B}^{\prime}}-v_{p_{A}^{\prime}} u_{p_{B}^{\prime}}\right) \tag{C18}
\end{align*}
$$

We can find that all the required parameters can be locally estimated by Alice and Bob, without the need for public communication. Hence, Alice and Bob can exploit all their local data for both parameter estimation and secret key extraction.

Our goal is to give a lower bound on the secret key rate. It is known that this bound can be obtained by computing $\sum_{a}^{\max }$ (the upper bound of $\hat{\sum}_{a}$ ), $\sum_{b}^{\max }$ (the upper bound of $\hat{\Sigma}_{b}$ ), and $\sum_{c}^{\text {min }}$ (the lower bound of $\hat{\sum}_{c}$ ). By applying the cumulative distribution function of the chi-square distribution, the following bounds hold, except with probability $s_{\mathrm{PE}}$ [50]:

$$
\begin{align*}
& \sum_{a}^{\max }=\sum_{a} /\left(1-\delta_{\mathrm{PE}}\right) \\
& \sum_{b}^{\max }=\sum_{b} /\left(1-\delta_{\mathrm{PE}}\right)  \tag{C19}\\
& \sum_{c}^{\min }=\sum_{c} /\left(1+\delta_{\mathrm{PE}}\right)
\end{align*}
$$

where $\delta_{\mathrm{PE}}=\sqrt{n^{-1} 8 \ln \left(8 / s_{\mathrm{PE}}\right)}$.
In our protocol, we have

$$
\begin{align*}
\left\langle x_{A}^{\prime} x_{C}^{\prime}\right\rangle & =-\sqrt{\frac{t_{A} T_{k_{A}}}{2 k_{A}^{U}}} V_{A}^{\prime}, \\
\left\langle p_{A}^{\prime} p_{D}^{\prime}\right\rangle & =\sqrt{\frac{t_{A} T_{k_{A}}}{2 k_{A}^{U}}} V_{A}^{\prime}  \tag{C20}\\
\left\langle x_{B}^{\prime} x_{C}^{\prime}\right\rangle & =\left\langle p_{B}^{\prime} p_{D}^{\prime}\right\rangle=\sqrt{\frac{t_{B} T_{k_{B}}}{2 k_{B}^{U}}} V_{B}^{\prime},
\end{align*}
$$

where $V_{A / B}^{\prime}=k_{A / B}^{U} V_{M}$, and this yields

$$
\begin{align*}
& u_{x_{A}^{\prime}}=-\sqrt{\frac{t_{A} T_{k_{A}}}{2 k_{A}^{U}}} \frac{V_{A}^{\prime}}{V\left(x_{C}^{\prime}\right)}, \quad v_{p_{A}^{\prime}}=\sqrt{\frac{t_{A} T_{k_{A}}}{2 k_{A}^{U}}} \frac{V_{A}^{\prime}}{V\left(p_{D}^{\prime}\right)}, \\
& u_{x_{B}^{\prime}}=\sqrt{\frac{t_{B} T_{k_{B}}}{2 k_{B}^{U}}} \frac{V_{B}^{\prime}}{V\left(x_{C}^{\prime}\right)}, \quad v_{p_{B}^{\prime}}=\sqrt{\frac{t_{B} T_{k_{B}}}{2 k_{B}^{U}}} \frac{V_{B}^{\prime}}{V\left(p_{D}^{\prime}\right)} . \tag{C21}
\end{align*}
$$

Then, we obtain

$$
\begin{align*}
& \sum_{a}^{\max }=\frac{V_{A}^{\prime}}{1-\delta_{\mathrm{PE}}}\left(1-\frac{t_{A} T_{k_{A}} V_{A}^{\prime} V_{C D}}{4 k_{A}^{U}}\right), \\
& \sum_{b}^{\max }=\frac{V_{B}^{\prime}}{1-\delta_{\mathrm{PE}}}\left(1-\frac{t_{B} T_{k_{B}} V_{B}^{\prime} V_{C D}}{4 k_{B}^{U}}\right),  \tag{C22}\\
& \sum_{c}^{\min }=\sqrt{\frac{t_{A} t_{B} T_{k_{A}} T_{k_{B}}}{k_{A}^{U} k_{B}^{U}}} \frac{V_{A}^{\prime} V_{B}^{\prime} V_{C D}}{4\left(1+\delta_{\mathrm{PE}}\right)},
\end{align*}
$$

where $V_{C D}=1 / V\left(x_{C}^{\prime}\right)+1 / V\left(p_{D}^{\prime}\right)$.
Further, considering the equivalence between the PM scheme and the EB scheme of the CV-MDI-QKD protocol,
the covariance matrix $\gamma_{a b \mid r}$ of Appendix A can be rewritten as

$$
\gamma_{a b \mid r}=\gamma_{a b}^{\prime}=\left[\begin{array}{cc}
\Omega_{a}^{\max } \mathrm{I} & \Omega_{c}^{\min } \sigma_{z}  \tag{C23}\\
\Omega_{c}^{\min } \sigma_{z} & \Omega_{b}^{\max } \mathrm{I}
\end{array}\right]
$$

and

$$
\begin{align*}
& \Omega_{a}^{\max }=\frac{1}{1-\delta_{\mathrm{PE}}}\left(V_{a}-\frac{t_{A} T_{k_{A}}\left(V_{a}^{2}-1\right) V_{C D}}{4 k_{A}^{U}}\right), \\
& \Omega_{b}^{\max }=\frac{1}{1-\delta_{\mathrm{PE}}}\left(V_{b}-\frac{t_{B} T_{k_{B}}\left(V_{b}^{2}-1\right) V_{C D}}{4 k_{B}^{U}}\right),  \tag{C24}\\
& \Omega_{c}^{\min }=\sqrt{\frac{t_{A} t_{B} T_{k_{A}} T_{k_{B}}}{k_{A}^{U} k_{B}^{U}}} \frac{\sqrt{\left(V_{a}^{2}-1\right)\left(V_{b}^{2}-1\right)} V_{C D}}{4\left(1+\delta_{\mathrm{PE}}\right)},
\end{align*}
$$

where $V_{a / b}=k_{A / B}^{U} V_{M}+1$.
Finally, one can calculate the final secret key rate using the boundary values derived above.
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